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Most philosophical theories of causation are built on one or the other of two central ideas. The first is what may be called

The necessitation idea. Causes necessitate their effect. If the causes of E obtain, then the effect cannot fail to obtain. There is a necessary connection between cause and effect. 

Hume seems to have taken it for granted that we ordinarily associate causation with the idea of a necessary connection. He famously maintained that this idea is not based on any impression of such a connection, and that the only thing in the objects that could have given rise to it (by way of generating an association in the mind) is the constant conjunction of certain event types. This led to his definition of causation as constant conjunction. Descendants of this definition were popular for a long time. It is typically part of such views that the regularity in question must obtain as a matter of law. This is to say that the occurrence of events that are relevantly similar to the causes nomically necessitates the occurrence of an event that is relevantly similar to the effect. 

     The other idea is also present in Hume’s discussion, though it only sneaks in through the backdoor, without stage-setting or obvious connection to the rest of the text. In the Enquiry, at the end of the section that deals with causation, Hume states his definition of causation thus: 

“… we may define cause to be an object followed by another, and where all the objects, similar to the first, are followed by objects similar to the second. Or, in other words, where, if the first object had not been, the second never had existed.”
 
The second formulation introduces a new idea, by no means identical with the one expressed by the first definition. We may call it 

The difference-making idea. A cause makes a difference to whether its effect occurs: without it, the effect would not have happened.  

Like the necessitation idea, the idea of difference-making is one of the most central aspects of causal thinking. One of our standard ways of investigating whether C caused E is to ask whether E would have happened if C had not happened. 

     The necessitation and difference-making ideas stand in obvious need of refinement and elaboration. Everyone knows that neither nomic necessitation nor counterfactual dependence is necessary and sufficient for causation, even under determinism. And the indeterministic case is trickier still. Probabilistic causes do not nomically necessitate their effects, and the effects need not counterfactually depend on them (although certain facts about the chance that the effect had before it occurred may still be nomically necessitated by, and counterfactually depend on, the causes). Nonetheless, it cannot be denied that both ideas about causation are intuitively extremely compelling. 

     The intuitions that support these ideas, of course, are not about the way causation ought to be analyzed. All Intuition tells us is that there is a close connection of some kind between necessitation and causation, and between causation and difference-making. But where there is an intuition of a close connection, there is a philosopher who attempts a reduction. It is therefore unsurprising that our two ideas about causation underlie two of the best-known strategies for analyzing causation. The necessitation idea underlies, e.g., Mackie’s minimal-sufficiency account and its more recent successors.
 And from the early 1970’s onwards there developed a small industry dedicated to analyzing causation in terms of patterns of counterfactual dependence between distinct events.
 

     It is one of the most remarkable facts about these two ways of thinking about causation that (pace Hume) they are so strikingly different. To say that causes jointly nomically necessitate their effects is to say that, given the laws, causes are jointly sufficient for the effect. By contrast, to say that the effect would not have happened if the cause had not happened is to say that the cause is necessary in the circumstances for the effect. It may seem puzzling that our thinking about causation is governed by two paradigms that are so different from one another. This paper will be concerned with the question of how the two ideas are related to one another and to the concept of causation. I have no complete answer to this question, but I will present some ideas that I hope will contribute to finding an answer. 

     Counterfactual analyses of causation give the most straightforward account of the connection between difference-making and causation: causation consists in a suitable pattern of counterfactual dependence. Alas, counterfactual analyses have fallen on hard times lately. Causation and counterfactual dependence are almost coextensive, but they are not quite coextensive, and I think that no one has ever succeeded in formulating necessary and sufficient conditions for causation in terms of counterfactual dependence. To make matters worse, recent research on counterfactuals suggests that a correct account of their truth-conditions needs to use causal notions, so that causation cannot in turn be analyzed in terms of counterfactuals without circularity. 

     I will attempt to give an alternative explanation of the connection between the ideas of causation and difference-making. In my opinion, the claim that E stands in a certain pattern of counterfactual dependence to C does not analytically entail that C stands in a certain causal relation to E. The connection between the two claims is not conceptual, but evidential: the fact that there is a relation of counterfactual dependence provides very strong, albeit defeasible, support for the claim that there is a causal connection. Briefly put, I think that counterfactual reasoning is a convenient and widely employed heuristic for evaluating causal claims. I hypothesize that we developed the capacity for counterfactual reasoning in part because it is such useful strategy for evaluating claims about causation. Causation, then, does not consist in a pattern of counterfactual dependence. However, given that causal and counterfactual claims are so intimately intertwined and that we have the tendency to go back and forth between them, it is understandable why in our philosophical moments we are tempted to analyze causation in terms of counterfactuals dependence. 

     I claim that this account has a clear advantage over counterfactual analyses of causation. The apparent impossibility of formulating necessary and sufficient conditions for causation in terms of counterfactuals presents a very serious problem for counterfactual analyses: if they cannot be made extensionally correct, then they stand refuted. But it is not particularly problematic for the view that the connection between counterfactual dependence and causation is merely evidential. Counterfactual dependence can provide strong evidence for causation, even if the two concepts do not coincide as a matter of conceptual necessity, and even if there is no way of formulating analytically necessary and sufficient condition for causation in terms of counterfactuals. All that is required is that causation and counterfactual dependence typically go together.

     My account is intended to explain our rationale for using counterfactual dependence as a guide to the causal facts, and on my account this rationale depends on our acceptance of the necessitation idea. This, I claim, is how the two ideas are connected: the fact that we associate difference-making with causation is to be explained by the fact that we associate causation with necessitation. If this view is correct, then there is a sense in which the necessitation idea is more fundamental to our thinking about causation than the difference-making idea. 

     This, of course, leaves open the question of how the necessitation idea is connected to causation. In particular: Is it possible to give an informative analysis of causation in terms of necessitation? I don’t know. I do not think that it has to be like that. The necessitation idea could be true of causation, and could be a central component of our thinking about causation, even if there is no reductive analysis of causation in terms of necessitation. My talk will leave open the question of how necessitation and causation are connected.

     I will begin by presenting some background facts about the truth-conditions of counterfactuals, highlighting the way in which causal notions enter into their semantics. This will set the stage for a brief discussion of how the extensions of causation and counterfactual dependence are related. I will quickly review the examples of causation without counterfactual dependence, and of counterfactual dependence without causation. Then I will be ready to present my theory of counterfactual reasoning as a heuristic for supporting causal claims. Readers familiar with the manipulationist approach to causation and the causal-modeling literature, in particular the work of Pearl and Woodward, will discover numerous points of overlap between that work and my theory.
 I regret that I will not be able to discuss the connections and differences. 

1.
The truth-conditions of counterfactuals 

On the standard view, a counterfactual is true if and only if its consequent is true in the antecedent-worlds that are closest, or most similar overall, to the actual world.
 But how are we to understand the notion of closeness? Consider an old example: ‘If Nixon had pressed the button at t, there would have been a nuclear catastrophe.’ Most philosophers believe that, if Nixon had pressed the button, history before that would not have been much different. So, the closest antecedent-worlds are like our world pretty much until the antecedent-time. But only pretty much. We do not want to say that they are like our world all the way up until the antecedent-time. Suppose, for instance, that in our world Nixon is on the first floor at t, and that the button is on the second floor. In antecedent-worlds that are like ours all the way until t, Nixon suddenly disappear from the first floor and reappears on the second with his finger on the button. That seems implausible. It is better to avoid such abrupt discontinuities. That is easy to do if we allow the closest antecedent-worlds to depart from our world a little before the antecedent-time, and to go through a period of smooth transition from a history that matches that of our world to a state that makes the antecedent true. Assume that just before t Nixon is sitting on the first floor. At this point, he decides to walk up to the second floor and press the button. Under determinism, the divergence from actuality requires a violation of the actual laws, a ‘miracle,’ as Lewis calls it. This miracle can be very small and inconspicuous: maybe some extra neurons fire in Nixon’s brain. Under indeterminism, it may be that no miracle at all is required. Some chance processes in Nixon’s brain yield a different outcome. After the divergence, the world evolves in perfect conformity to the actual world. 

     So far, so good. But recent research on counterfactuals has shown that conformity to the actual laws is not the only constraint on the post-divergence history of the closest antecedent-worlds. Post-divergence match in matters of particular fact also matters. However, not just any old match in post-divergence matters is relevant. Consider an example due to Dorothy Edgington.
 You are about to watch an indeterministic lottery draw on television. Just before the draw, someone offers to sell you ticket number 17, but you decline. As it happens, number 17 wins. It seems true to say ‘If you had bought the ticket, you would have won,’ but this presupposes that 
If you had bought ticket number 17, that ticket would still have won.
Contrast this with: 

If they had used a different machine in the draw, 17 would still have won.

Almost no one believes that this counterfactual is true. If they had used a different machine, then 17 might have won, or some different number might have won. It is not true that 17 would still have won.

     In the first case, we hold fixed the outcome of the lottery draw, in the second case we do not. We need an explanation of this difference, and it is at this point that causal notions enter into the story. For, the most plausible explanation of the difference runs thus: Your decision whether or not to buy the ticket is not causally connected to the outcome. That is why we think that the outcome would have been just the same if you had made a different decision. The second example is different. The use of a particular lottery machine is part of the causal history of the outcome. You change that causal history when you replace the machine with another. It seems, then, that match in post-divergence matters between an antecedent-world and our world matters to closeness only if the relevant matters are not causally connected to the process that makes the antecedent come out true. Several authors who discuss pairs of examples of this kind provide diagnoses that are at least roughly along these lines.

     If we take these findings into consideration, then we arrive at the following picture of the closest antecedent-worlds: they diverge from ours shortly before the antecedent-time (by a small miracle or without miracle) so as to make the antecedent true. After the divergence, they conform perfectly to the actual laws. Those matters of particular fact that are causally independent of the course of events that makes the antecedent come out true are just the way they are in our world. All other post-divergence matters are whatever they need to be in order for the world to conform to the actual laws. Let us call such worlds ‘well-behaved antecedent-worlds.’
     To illustrate, suppose that Susie is throwing a rock at her neighbor’s window, which hits its target and breaks it. We want to know what would have happened if Susie had not thrown the rock. The nodes in the diagram below represent the matters of particular fact that obtain in the actual world (the significance of the different styles of node will be explained shortly). An arrow leading from one node to another indicates that the fact represented by the first figures in the causal history of the fact represented by the second. The closest antecedent-worlds diverge from ours immediately before the throw. Maybe the neurons that caused Susie to throw the rock fail to fire and Susie does not throw. All later matters of particular fact that are causally unaffected by this change are just the way they are in our world. These matters are represented by ‘O’s. All other later matters evolve in accordance with the actual laws. 
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2.
How causation and counterfactual dependence can come apart  
The extensions of the concepts of causation and counterfactual dependence almost coincide, but it is well-known that they do not coincide exactly. There are counterexamples both to the claim that counterfactual dependence is necessary for causation, and to the claim that it is sufficient. Let us consider these in turn.

     Firstly, the discussion of the last section makes it clear that, for the most part, one matter of particular fact counterfactually depends on another only if it causally depends on it. Consider the example of Susie’s rock throw. The throw and all the matters of particular fact that causally depend on it are represented by ‘(’s. All other matters of particular fact are represented by ‘O’s and ‘(’. The diagram shows that most of these other matters of fact also obtain in the closest antecedent-worlds (remember that all matters represented by ‘O’s are being held fixed). There are, however, a few exceptions, viz. the neuron-firing and matters of fact that causally depend on the neuron firing, but not on the throw (these are represented by ‘(’s). For example, suppose that in our world the neuron firing that caused Susie to throw her rock with her right hand also made her left hand twitch, and thereby caused her to drop the bag she held in that hand. The dropping of the bag and its effects may be absent in the closest antecedent-worlds, so that the bag dropping counterfactually depends on the rock throwing, even though it was not caused by it. Counterfactual dependence between distinct matters of particular fact is not quite a sufficient condition for causation. 

     Neither is it a necessary condition. Consider a variant of the foregoing example. This time, Bugsy is on the scene, too, also armed with a rock. The two throw their rocks simultaneously. Susie’s gets there first and shatters the window, so that there is no window left to shatter when Bugsy’s rock arrives. In that scenario, Susie’s throw is still a cause of the window shattering. But the shattering does not counterfactually depend on her throw. If she had not thrown her rock, Bugsy’s rock would have shattered the window instead. This is a classical case of preemption: What prevents the effect from counterfactually depending on cause is the existence of a backup cause (Bugsy’s throw). In our world, the actual cause (Susie’s throw) prevents the backup cause from causing the effect. In the closest worlds where the actual cause is absent, the backup cause steps in and does the work.
 

     These are the types of example that present problems for counterfactual analyses of causation. Only a few philosophers have paid attention to cases of counterfactual dependence without causation.
 By contrast, cases of causation without counterfactual dependence have been at the center of attention of many counterfactual theorists of causation.
 It is beyond the scope of this paper to review their attempts at solving the problem. Suffice it to say that the results do not look very encouraging to me. There is plenty of justification for exploring new routes. 

3.
Counterfactual reasoning as a heuristic for establishing causal claims

Let me finally present my account. I will argue that establishing that E counterfactually depends on C is a convenient heuristic for supporting the claim of a causal connection between C and E. This account has much less of a problem with the findings considered in the last section than counterfactual analyses of causation. Cases of counterfactual dependence without causation merely show that the inference from counterfactual dependence to causal claims is defeasible. On my view, that is hardly surprising. The heuristics we apply in ordinary life are rarely indefeasible. A fallible heuristic can still have a high degree of reliability and therefore be very useful. Preemption cases show that effects sometimes do not counterfactually depend on their causes, so that our counterfactual heuristic for supporting causal claims is sometimes unavailable: sometimes C causes E, but cannot be shown to do so by establishing that E counterfactually depends on C. Once again, that is not particularly problematic. We have other ways of establishing causal claims that can be used when the counterfactual heuristic cannot be applied.
     Like so many who discuss causation, I will for the time being restrict my attention to the deterministic case. I believe that the account can be extended so as to cover the indeterministic case, but this is a task that is best left for another occasion. We will have enough on our plate if we concentrate on the case of determinism. 

3.1
Preliminaries
Necessitation. I will assume that the necessitation idea is true. Under determinism, this means that  

The causes of E jointly nomically necessitate E. 

Transitivity. The recent causation literature has seen a considerable amount of controversy over the question of whether causation is transitive.
 I do not want to presuppose an answer to this question. Instead, let us simply define the expression ‘figures in the causal history of’ as expressing the ancestral relation of causation. Whether or not causation is transitive, the relation of one matter of particular fact’s figuring in the causal history of another is transitive by fiat. In the rest of this paper, I will formulate my account in terms of this relation. ‘Figures in the causal history’ does not have a passive voice, and yet it is important to have a name for the converse of the relation expressed by this phrase, so it is best to introduce one. Let us say that g ‘causally depends on’ f just in case f figures in the causal history of g. 

3.2 
The general idea: the method of difference 

In his Logic, Mill discusses a variety of methods for finding the causes of a given phenomenon. Among them is the famous method of difference, which underlies standard methods of experimental design and countless instances of ordinary-life reasoning. Suppose that you are standing in front of a machine with a light bulb and four switches, A, B, C and D. At every full hour, the light is either off or it flashes, and it is always off between one full hour and the next. Whether or not the light flashes at the full hour is determined by the positions of the four switches at that time. You know that much, although you do not know whether all the switches are relevant, or whether the behavior of the light bulb is controlled by just some of them. At noon, switches B through D are in the ‘ON’ position while A is in the ‘OFF’ position, and the light flashes (E). At 1 p.m., all four switches are in the ‘ON’ position. This time the light does not flash (Ē). Schematically: 
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These observations tell you that, if B, C and D are in the ‘ON’ position, then A must be in the ‘OFF’ position if the light is to flash. In other words, you learn that A’s being in the ‘OFF’ position is necessary in the circumstances for the flashing of the light. Clearly, you can conclude that the position of switch A must have been one of the causes of the light’s flashing at noon. 

     We can use the necessitation idea to explain how necessity in the circumstances demonstrates causation in this case. According to the necessitation idea, the causes of the light’s flashing taken together must be nomically sufficient for the flashing. But our two observations show that the ‘ON’ positions of switches B, C and D (together with the way the machine is constructed) are not sufficient, since at 1 p.m. B, C and D are all in the ‘ON’ position but the light does not flash. So, the ‘ON’ positions of B, C and D cannot be all the causes of the light’s flashing at noon. The position of A must be among the causes. 

     This case provides a model for how we can use the necessitation idea to explain why necessity in the circumstances provides evidence for causation. I will argue that the same model can explain the evidential connection between counterfactual dependence and causation. 

3.3 
A closer look at the reasoning strategy 

I will give a very informal description of the reasoning strategy for establishing causal claims that is, in my opinion, enshrined in counterfactual reasoning. My description of the strategy will not mention, or make use of, counterfactual conditionals. Nonetheless, I think that the strategy will seem familiar to the reader from the description I will give. I will then consider how we would proceed if we tried to regiment the reasoning strategy by formulating a good system of general rules to guide it. It will turn out that a very natural attempt at such regimentation results in just the system of rules that actually governs our practice of counterfactual reasoning. In other words, our practice of counterfactual reasoning proceeds in just the way we would expect on the assumption that it developed, at least in part, as a heuristic for supporting causal claims. I take this to provide some support for the claim that we did develop counterfactual reasoning at least in part for this purpose. 

     Consider an example. I just heard that Fred got fired from his new job. I am surprised, since I know that Fred’s new company was very excited about him when they hired him a week ago. However, I also know that Fred did not make it to an important meeting on his first day. He got stuck in the traffic jam and arrived only when the meeting was already over. In this situation, it may be very natural and perfectly correct for me to say 


The fact that he missed the meeting must be the reason for his dismissal. There’s nothing else that could have caused him to get fired (or: there’s no other reason why he should have gotten fired).

Let us try to describe in detail how this reasoning strategy works, and to find a good regimentation of it.
 I will try to home in on this goal by offering successive approximations to the right account.

     In the utterance just considered the causal claim stated in the first sentence seems to be inferred from the claim that the matters of particular fact other than Fred’s missing the meeting could not by themselves have caused his dismissal. Now, given determinism and the necessitation idea, the causes of Fred’s dismissal, taken together, must be nomically sufficient for his dismissal; they must, as we may put it, causally determine (be causally sufficient for) his dismissal. The obvious reason for thinking that the matters of particular fact other than Fred’s missing the meeting could not by themselves have caused the dismissal is that they are not causally sufficient for his dismissal. In our reconstruction of the reasoning strategy, we can therefore represent it as resting on the assumption that  

(First Pass)  
The matters of particular fact other than Fred’s missing the meeting are not causally sufficient for his dismissal. 

Given this assumption, the reasoning is straightforward: The causes taken together must be causally sufficient. The factors other than Fred’s missing the meeting are not causally sufficient. Hence, they cannot include all the causes. Fred’s missing the meeting must be one of the causes.  

     But this cannot be quite the right reconstruction of the reasoning strategy. For (First Pass) is not true. There are matters of particular fact that do not include Fred’s missing the meeting, but which are causally sufficient for his dismissal. Consider, e.g., the fact that after the meeting Fred’s boss was extremely angry at Fred for not attending, and that he has the disposition to fire employees he is angry at. These factors are causally sufficient for Fred’s dismissal. But of course, Fred’s boss is angry only because Fred missed the meeting. The anger of Fred’s boss after the meeting is merely an intermediate link in the causal chain that leads from Fred’s missing the meeting to his dismissal. Clearly, when I said that there is nothing that could have caused Fred to get fired except his missing the meeting, I did not mean to deny that there such intermediate causal links that are causally sufficient for Fred’s dismissal. A better statement of what I meant runs as follows:

(Second Pass) 
The matters of particular fact other than Fred’s missing the meeting and matters that causally depend on it are not causally sufficient for his dismissal.

Given this assumption, the reasoning seems once again straightforward: Let ‘S’ stand for the set of all matters of particular fact except for Fred’s missing the meeting and matters that causally depend on his missing the meeting. The causes of Fred’s dismissal must be causally sufficient for the dismissal. The factors in S are not causally sufficient. Hence, the causes must include some factors not in S, i.e. either Fred’s missing the meeting or something that causally depends on his missing the meeting. Given the transitivity of causal dependence, it follows in either case that Fred’s dismissal depends causally on his missing the meeting. 

     But this reconstruction of the reasoning strategy is still not quite right, for (Second Pass) is not true either. Note that the factors in S include all the matters of particular fact obtaining at times before the meeting. Given determinism, any time before the meeting contains causal factors that are causally sufficient for Fred’s dismissal. One such set of factors, e.g., looks roughly like this: 

1. Fred left his apartment for the 8:30 a.m. meeting at 8:00, 

2. the only way to get from his apartment to the location of the meeting is by car over the busy highway, 

3. there was a very bad traffic jam on the highway, 

4. Fred’s boss easily gets angry when his employees do not turn up to meetings, 

5. Fred’s boss has the disposition to fire employees he’s angry at, 

and so forth. Complete this list in the right way, and you obtain a set of factors that are causally sufficient for Fred’s arriving late to his meeting, and for his boss’s being disposed to fire him if he is late. Taken together, these factors are causally sufficient for Fred’s dismissal. 

     The lesson is that under determinism the matters of particular fact in S causally determine Fred’s dismissal, whether or not his missing the meeting figures in the causal history of his dismissal. If his missing the meeting does figure in the causal history, then the factors in S causally determine his missing the meeting, and his missing the meeting, in combination with certain other factors, causally determines his dismissal. There is a causal chain from the factors in S to his dismissal, and this causal chain runs through his missing the meeting. If his missing the meeting does not figure in the causal history of his dismissal, then there is still a causal chain from the factors in S to his dismissal, but the causal chain does not run through his missing the meeting. The question, then, is simply whether the factors in S causally determine Fred’s dismissal by way of causing his missing the meeting, or whether they causally determine his dismissal in some other way. If we can rule out the second possibility, then this shows that the causal chain that leads up to Fred’s dismissal goes through his missing the meeting, so that his missing the meeting must figure in the causal history of his dismissal. So, if we want to show that Fred’s missing the meeting figures in the causal history of his dismissal, what we really need to show is not that the factors in S did not causally determine Fred’s dismissal, but that 

(Third Pass)
The factors in S did not causally determine Fred’s dismissal in any way other than by determining his missing the meeting. 

It remains to consider how we can show that (Third Pass) is true.

     Let us introduce some handy abbreviations:

Miss:

Fred’s missing the meeting

Dismissal:
Fred’s getting fired.

SL:

The union of S and the set of all laws of nature.

Under determinism SL determines both Miss and Dismissal. The crucial question is whether SL determines Dismissal by way of determining Miss, or whether SL determines Dismissal in some other way. The task is to show that SL does not determine Dismissal in any way other than by determining Miss. 

     One strategy for showing this is to consider a subset SL– of SL, obtained from SL by weakening SL just enough to ensure that the resulting set does not determine Miss. If the factors in SL determine Dismissal only by way of determining Miss, then we should expect that SL– does not determine Dismissal—simply because the factors in SL– do not determine Miss. On the other hand, if there are factors in SL that determine Dismissal in some way other than via determining Miss, then these factors are likely also in SL–—since by far the most members of SL are also in SL–. In that case, SL– does determine Dismissal. Hence, one way of trying to find out whether SL determines Dismissal in some way other than via determining Miss is to find out whether SL– determines Dismissal. If SL– does not determine Dismissal, then this supports the assumption that SL does not determine Dismissal in any way other than via determining Miss, so that we can infer that Miss figures in the causal history of Dismissal.

     We thus need to find a way of minimally weakening SL so that the resulting set does not determine Miss, and then to check whether the weakened set determines Dismissal. The task can be thought of in terms of possible worlds. Consider metaphysically possible worlds in which Fred does not miss his meeting (‘No-Miss worlds,’ as I will call them), but which otherwise match our world as closely as possible with respect to the members of SL. The set SL– is the set of all elements of SL that obtain in such a world. If we can show that Fred does not get fired in such worlds, then this shows that the factors in SL– are not sufficient to determine Dismissal. This, in turn, supports the claim that Miss figures in the causal history of Dismissal. 

     What we need to consider, then, are No-Miss worlds that match our world as closely as possible with respect to the members of SL. In other words, the worlds we are looking for must be No-Miss worlds that satisfy two desiderata: 

(i) they ought to conform very closely to the actual laws, and 

(ii) they ought to contain most of the matters of particular fact in S, i.e. most of the matters of particular fact other than Fred’s missing the meeting and matters that causally depend on his missing the meeting.

It is obvious that the well-behaved No-Miss worlds fit the bill. Suppose that in the actual world Fred started his trip to the 8:30 a.m. meeting at 8:00 a.m., but got stuck in the traffic jam and was therefore late. A well-behaved No-Miss world is just like our world until 7:30. At this point, some extra neurons miraculously fire in Fred’s brain and he realizes that it is safer to leave for the meeting right away, so as to avoid the worst part of the rush-hour traffic. He leaves early and gets to his meeting on time. After the miraculous neuron-firing, the world evolves in accordance with the laws of our world. All matters to which the miraculous neuron-firing and its consequences are causally irrelevant are just the way they are in our world. Such worlds conform almost perfectly to the actual laws. And, as we saw in section 2, they match our world almost perfectly with respect to matters of particular fact other than Fred’s missing the meeting and matters that causally depend on it. In fact, I claim that any No-Miss world that satisfies one of the desiderata better than the well-behaved No-Miss worlds does less well on the other desideratum than well-behaved No-Miss worlds. First, consider No-Miss worlds that have a greater amount of match in matters of particular fact in S than well-behaved No-Miss worlds, such as worlds that are like ours right until the time of the meeting. Such worlds feature a big and conspicuous miracle (Fred miraculously disappears from his car, which is stuck in the traffic jam, and reappears in the meeting room), and therefore conform less well to the actual laws than well-behaved No-Miss worlds. Secondly, consider No-Miss worlds that have a higher degree of conformity to the actual laws than well-behaved No-Miss worlds, by not containing any miracles at all. Under determinism such worlds differ from ours throughout their pre-meeting histories, so that, with respect to matters of particular fact in S, they match the actual world less well than the well-behaved No-Miss worlds. 

     Well-behaved No-Miss worlds are thus No-Miss worlds that match our world very closely with respect to the members of SL, and we can therefore support the claim that Fred’s missing the meeting figures in the causal history of his dismissal by showing that Fred does not get fired in the well-behaved No-Miss worlds. But this is just to show that Fred would not have gotten fired if he had not missed the meeting. 

     It might be useful to re-describe the reasoning strategy discussed in this section in order to give the reader a firmer grasp of the way it works. When constructing the well-behaved No-Miss worlds, we remove a few matters of particular fact from S and allow for a small miracle, so as to break the causal connection between the matters of particular fact in S and Fred’s missing the meeting. But we do not insert any other miracles or remove other matters of particular fact from S. The purpose is to deprive the matters of particular fact in S of their power to cause Fred’s missing the meeting, and thereby to deprive them of their power to bring about anything that they actually manage to bring about only by way of causing Fred to miss the meeting, but at the same time to retain all their other causal powers to the largest extent possible. We then check whether Fred still gets fired in the No-Miss worlds we have constructed. If he does not get fired, then this gives us strong reasons for thinking that his missing the meeting figures in the causal history of his dismissal. For it seems that, if all it takes to deprive the matters of particular fact in S of their power to bring about his dismissal is to deprive them of the power to cause him to miss his meeting, then this must be so because they bring about his dismissal by way of causing him to miss his meeting. 
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� Hume 1995, p.87.


� See Mackie 1974, Hall 2004, sct. 7, Strevens 2007.


� See, e.g., Lewis 1986b, 1986b, 2004, Menzies 1989, McDermott 1995, Ramachandran 1997. 


� See Pearl (2000) and Woodward (2003).


� The theoretical framework described is due to Stalnaker (1968) and Lewis (1973). Other significant work done in that framework includes Jackson (1977), Bennett (1984), and Lewis (1986c), pp. 32-66, in addition to those mentioned later on in this paper.


� Edgington (2003). For similar examples, see, for example, Tichý (1976), Slote (1978), and Bennett (2003), Ch.15.


� A causal diagnosis of this kind of our intuitions about relevant examples was already given in Adams (1975), ch. IV, sct. 8 (in particular pp. 132f.), though it was not formulated in the closeness framework. Causal diagnoses formulated on the basis of the closeness account can be found, e.g., in Mårtensson (1999); Edgington (2003); Bennett (2003), ch.15, Schaffer (2004), Hiddleston (2005), Kment (2006), and Wasserman (forthcoming). The different causal diagnoses differ in matters of detail. 


� For more detailed expositions of the over-determination and preemption problems, see Lewis 1986b (including the postscripts), Menzies 1989, and Schaffer 2004.


� Lewis 1986c, p. 40, briefly mentions it. I doubt that his response works, but cannot consider the matter on this occasion.


� For some of the strategies for dealing with over-determination and preemption problems within the counterfactual account, see Lewis 1986b (including postscripts), Menzies 1989, McDermott 1995, Ramachandran 1997, Lewis 2004, Yablo 2004.  


� See Hall 2004b for a brief overview of some of the literature and an interesting discussion of the topic.
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