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Questioning the Hard Problem

The difficulties of accounting for subjective experience, also known as phenomenal consciousness or ‘qualia’, are such that they have become one of the main lines of attack for opponents of materialism about the mind. It has come to be known as ‘the hard problem’, perhaps under the assumption that other problems in philosophy of mind, such as accounting for intentionality, can be solved in naturalistically and materialistically acceptable terms. I’m not sure I share this optimism, but I would like to challenge the commonly held view that phenomenal experience is the hard problem. This talk focuses on one proposed approach to the problem of qualia, advanced among others by David Lewis, that has come to be known as the ‘Ability Hypothesis’: an account of qualia along broadly functionalist lines, thinking of them as a kind of cognitive know-how. 

Lewis originally proposed this view as a counter to an anti-materialist argument made by Frank Jackson and others known as the ‘Knowledge Argument’; this talk will start there, moving to the Ability Hypothesis itself, adding details and examples to Lewis’ rather brief exposition. Following this, we shall examine how this hypothesis fares under the pressure of an influential argument against materialism, the argument from ‘inverted qualia’. One cannot hope to cover all relevant ground in a talk such as this, but I do wish to establish the plausibility of this hypothesis. If it is accepted, it takes much of the sting out of the idea that qualia are the ‘Hard Problem’. 

Let us begin with the Knowledge Argument. I trust it’s familiar enough to most; a vivid way of making its point is by means of a thought experiment. Frank Jackson (1982) famously invited us to consider Mary, the learned neuroscientist. Mary knows just about everything there is to know about the human brain, and has full knowledge of all the physical and physiological facts relevant to color perception. However, Mary has lived her entire life sequestered in a black-and-white environment; she never personally experienced colors. The point of the thought experiment is this: at some point Mary emerges (escapes?) from her black and white environment out into the colorful world; at this point, Mary learns something new about colors, something that with all her previous knowledge of physics, biology and so on she had no access to: she learns what it’s like to experience seeing each particular color. The upshot of this scenario is that for all her scientific knowledge, and we can even suppose she is somewhat like Laplace’s Demon and knows all the material facts about the world (to put it coarsely), there are further facts only accessible by subjective conscious experience. Thus physicalism is supposedly false, since there are non-physical facts. This presentation doesn’t do justice to the original argument, but it’s enough to see where the ‘Hard Problem’ lies. 

There is much to say about the argument itself; it has been extensively discussed, but although Jackson himself retracted some of the claims he made in his original presentation, it remains an influential argument in the literature. Now, there is certainly something right about the intuition that Mary learns something new when she first comes out of her monochromatic environment. But it needn’t be a new fact, nor something that is uniquely accessible by means of our subjective experiences, as the Knowledge Argument asserts. 

Let us start with the obvious. When a person has a new experience, that person is learning something new: namely, what it’s like to have such an experience, what it feels or looks or tastes like, etc. There’s no point in denying this, nor any need for the materialist. This is because for the Knowledge Argument against materialism to get off the ground, it must be the case that subjective experience is the only way of coming to know these supposed new facts (namely, facts about experience). Thus, a materialist can freely admit that phenomenal experience is sufficient for learning something new, but further reasoning is required to establish the premise that it is necessary for such learning; that it is unique in being able to teach us that. 

Setting uniqueness aside for one moment, what is it that we learn from qualitative experience? The Ability Hypothesis suggests that what we learn from specifically phenomenal experience are not new facts but new abilities: new capacities to form judgements, to identify and re-identify certain things in the world in a new way, to remember things by means of certain characteristics that may not have been directly accessible to our consciousness before, and so on. For example, Mary could previously tell whether a tomato is ripe by examining the facts on, say, the wavelengths of light returned by the surface of the tomato, perhaps with the need for special measurement instruments and so on. After colour vision was made available to her, she could tell just by how the tomato appears to her whether its colour is that which people call ‘red’ or ‘green’, and therefore ripe or not, without need for the indirect route she had to take before. Mary also acquires imaginative capacities not previously available, the ability to remember things according to features not previously available to her, and so on; these are further examples of abilities made available to her by these new experiences, which should qualify as learning something new without involving new propositional knowledge or non-physical facts about the world or about ourselves. 

Let us accept the Ability Hypothesis and suspend judgment momentarily, to examine how it’s intended to work as an explanation. I’d like to offer an analogy that ought to clarify the hypothesis, as well as make it more palatable to those whose intuitions weigh strongly against any broadly functionalist account of qualia. Consider riding a bicycle. This is a fairly uncontroversial case of an acquired ability, a kind of ‘know-how’. In learning to ride a bicycle, it is of course not the spinning of the pedals that requires effort to learn, but rather maintaining one’s balance in motion on two wheels. This involves one’s sense of balance, to use a lay term, as well as (perhaps to a lesser extent, I do not know) proprioception. There is certainly a different ‘feel’ for what it’s like to be well-balanced as opposed to out of balance, and it seems to me that there are degrees to this qualitative feel of balance and imbalance; that is to say, there is a range of qualia of the same kind here, which is important if this is to serve as an analogous case to e.g. pain or colour experience. In learning to find one’s balance on a bicycle, it seems uncontroversial to me that one relies on one’s qualitative feeling of balance, not unlike how one relies on one’s colour experience to distinguish ripe from unripe tomatoes, or one’s qualitative feeling of smell to distinguish fresh from stale food products. This is how one normally learns to ride a bicycle. 

Now for a parallel case: let us consider not Mary the Neuroscientist, but rather an artificial construct, a robot if you will, which we wish to make capable of performing balance-related tasks. An advantage of this is that we are not in the realm of science-fiction and thought experiments, but rather in the realm of contemporary science and engineering. Considerable work has been done and is being done to construct machines capable of performing balance-related tasks, such as balancing an object on a robotic arm in such a way that the robotic arm can automatically recover lost balance, at least to some degree; or the task, that turns out to be quite complex, of getting a humanoid-shaped robot to walk on two legs, climb stairs and so on. It is quite widely held that such a machine cannot have qualitative feels; one who believes a machine can have them is not likely to think qualia are any kind of problem for materialism, at any rate. Allow me now to be a bit more speculative, and assume that the robot that successfully performs such tasks can be such that it succeeds by virtue of a combination of innate (‘built-in’, hard-wired) hardware and programming, as well as some kind of learning procedure. This isn’t terribly important; it just reinforces the analogy to human beings.

Let us suppose this robot and an average person perform the relevant balance-related tasks more or less equally well. Can both be said to have the relevant ‘know-how’? Probably, but surely not in the same way. The case of the machine is easier: there, we fully know how the functional capability is realized: for we built and programmed the machine, and there should be no mystery about it. Moreover, the machine performs the task not unlike how Mary the quasi-Laplacean Scientist performs tasks having to do with colour recognition: by processing a great deal of data, ultimately yielding performance equivalent to that of a biologically normal person. As for the human brain and nervous system, we know a great deal more than we used to, but there is still a great deal that remains unknown to us. Still, although in some sense ‘data processing’ is quite likely involved in brain and nervous activity having to do with balance, it is almost certainly not the same as that being performed by the balance-capable robot. 

Moreover, it is in an important sense ineffable: we can’t explain how it is we know that we’re off-balance, except to say we feel it. No number of theoretical lessons can ever teach a person to successfully ride a bicycle without falling; even if that person is a brilliant engineer that understands all the theoretical, mechanical and algorithmic intricacies of constructing a machine capable of performing the very same task. It is certainly possible to acquire the capability to perform balance-related tasks by means of the kind of knowledge the hypothetical engineer has (as building a machine to do so demonstrates); but it is not possible for us, for people, to learn it this way, not for some mysterious reason but for the mundane reason of our innate biological and cognitive capabilities and limitations. This is just not how we normally learn, and in principle are capable of learning, how to perform such tasks. When the engineer finally musters the courage to mount an actual bicycle, he or she certainly learns something new, a new set of capabilities; the hypothetical engineer also learns something new about balance, specifically, that this is how balance and imbalance on a bicycle feel; but all that this means, under the hypothesis being reviewed now, is that the engineer has acquired the relevant cognitive capability related to balance in the manner biologically available to him or her. This new cognitive capability cannot be acquired by a person by means of theoretical knowledge, no matter how expansive, but what of it? 
To press the point, under the Ability Hypothesis one may freely say that we learn to ride a bicycle, and before that to walk upright, climb stairs etc., by means of our balance-related and proprioception qualia. However, the point is that it could be done otherwise, and could be learned by other means. In what sense can it be said that in learning to walk on two, climb stairs and ride bicycle, a person and a robot learn something different? Such a claim strikes me as odd. This is a case in which a kind of know-how can be learned both by qualitative experience and by other, scientifically far better understood means. While there is some mystique surrounding colour perception or scent, I’m not sure there is any similar feeling of ineffable je-ne-sais-quoi when it comes to riding a bicycle. 

I mentioned Proprioception without much discussion. I would argue that similar considerations apply. When my arm is in a certain position relative to my body, there is a particular feeling associated with it, which is different from that of another position, at least whenever I direct my attention to it. I do not know the mechanism by which the nervous system distinguishes one position from another to give each a unique feeling of what-it-is-like; but my knowledge of the position of my arm is not the result of conscious computation of any kind. I can use this knowledge to reach, without looking, for something whose position relative to me I know. For a robotic arm to have this information and act on it, a complex computation on data is required. However, if the sensors exist which make this information available to whatever program is responsible for moving the arm, then this is another case in which knowledge – in this case, of position – is arrived at by means of conscious qualia, for a person, and by other means, for a machine. It is equally ineffable, in this case: an engineer who has complete theoretical understanding of how to perform the task the way a robotic arm would, does not by virtue of this know what it is like to have the qualitative feel of one’s arm’s position. Again, is this therefore a kind of ineffable or non-physical information incompatible with materialism? 

I feel that this kind of analogy has run its polemic course; further discussion is not likely to sway anyone still reluctant about the Ability Hypothesis. At least, it should now be clear what it means to endorse the Ability Hypothesis. I’d like to confront what I take to be the main source of discomfort with this kind of account: an argument that, if it goes through, establishes that fails to be captured by any materialist account of qualia. For this purpose, let us look at how the argument is presented by a philosopher of mind who is in all other respects a consistent and cogent proponent of physicalism: Jaegwon Kim, whose latest book is called Physicalism, or Something Near Enough (2005). The ‘near enough’ in the title is precisely that extra something that fails to be captured, so it is argued, by any materialist account of the mind. [Quotes will either be shown on a screen or given as handouts]
[W]e are asked to design a machine that responds to punctures and abrasions to its own skin (“tissue damage”) by taking evasive action to separate itself from the source of the damage (“escape behavior”); in addition, we are told to make this device experience pain when it suffers damage to its skin. That is, we are asked to design into the machine a “pain box” which, in addition to its causal work of triggering an appropriate motor response when it suffers damage, gives rise to a pain experience. We can […] easily design into a machine a device that will serve as a causal intermediary between the physical input and the behavior output, but making it experience pain is a totally different affair. I don’t think we know where to begin. What we miss, something that we need to know in order to design a pain-experience machine, is a connection between the causal work of the pain box and the arising of pain when the box is activated. Why pain rather than itch or tickle? […]  
(Kim 2005: 168)

This powerful argument crystallizes a prevalent and deep-seated intuition about there being something left out of any physical, biological, functional or any other broadly materialist account of qualia. There are several related points made here; I will respond to them, though not in the order they are presented. First, regarding the claim that “we would not know where to begin”: this is obviously true as regards our present state of knowledge and the immediate future. However, we cannot conclude from this that we will never know where to begin without begging the question against materialism, by assuming that there is no ‘engineering solution’ to be had which will enable a physical object other than a sentient being to experience qualia. 

The upshot of the argument I have been advancing so far is that there is more than one ‘engineering solution’ to be had; but that the manner in which the problem is solved may be different. It may well be that the only way to create something capable of experiencing the world just as we do is to create something just like us: that is to say, perhaps it is the case that only something very much like a human brain can experience qualia just as we do. As an aside, I take this view to be part of what Searle calls his ‘biological naturalism’ (e.g. 1993, 2004). The putative fact that the very same biological (pace the hypothesis I am entertaining) phenomenon cannot be replicated other than by roughly the same underlying biological object would not be a great surprise. I should emphasize that I am not here assuming that qualia are indeed a biological phenomenon, a feature of the particular way in which the ‘engineering problem’ has been solved by means of the human brain and nervous system: all I am arguing is that it could be, that there is no compelling reason why it couldn’t be, which takes much of the sting out of the ‘hard problem’. 

Still, it may be replied that my argument does not address the difficulty at the very heart of the ‘explanatory gap’: why is it that we experience things in just the way that we do? Why is it that pain feels this way, rather than the way a tickle does? This is equivalent to the argument from ‘inverted qualia’, a generalization of arguments based on the notion of an inverted spectrum in one’s colour experience. How do I know that when another person looks at fresh grass he or she does not experience the same quale that I do when I look at a ripe tomato, and vice-versa? Even supposing I knew all the (physical, biological, etc.) facts there are to be known, how does that fix the subjective manner in which each individual qualitatively experiences a particular colour, or pain, or what-have-you? 

There is one way to answer this which is short, but probably unsatisfactory to many. Consider: why is it that the precise value of certain physical constants, say, the gravitational constant in Newtonian physics, or Planck’s constant in quantum physics, has just the value that it does? Why not a different value? One can think of a theological answer to this (e.g., that this is the best of all possible worlds, or something along those lines), but there really isn’t any natural-scientific answer to this question, nor can there ever be; they just are the way they are. Inverted-qualia arguments ask: why is it, besides its functional role, that a certain sensation feels just the way it does and not some other way? Well, perhaps the answer is simply (and disappointingly): it just does. It doesn’t biologically matter whether pain feels just this way or just another way; as long as it is painful. In other words, as long as it fulfills its proper biological and cognitive functional role, it doesn’t matter as far as the ‘engineering problem’ is concerned. This may or may not be the objectively correct explanation; but consider that it might be, and if so, this already mitigates the hardness of the ‘hard problem’. I believe these are the kind of considerations that motivate Lewis to dismiss the idea of something left out of a functionalist account of e.g. pain:

Pain is a feeling. […] To have pain and to feel pain are one and the same. A theory of what it is for a state to be pain is inescapably a theory of what it is like to be in that state, of how that state feels, of the phenomenal character of that state. 

(Lewis 1997: 233)

However, we already saw that Kim, along with others offering similar arguments, holds that the particular quality of each quale remains out of this picture, even though he agrees that a functionalist account is an almost complete account that can be given from a physicalist point of view. The intrinsic quality [sic] of one’s visual experience cannot be captured by a functionalist account, Kim argues (op. cit.: 172). More than the above must be said to counter concerns about the possibility of an inverted spectrum to fend off this kind of concern. Let us start with a passage from the same essay quoted above: 

I would say there is a good sense in which the alleged victim of inverted spectra sees red when he looks at grass: he is in a state that occupies the role of seeing red for mankind in general. And there is an equally good sense in which he sees green: he is in a state that occupies the role of seeing green for him, and for a small subpopulation of which he is an unexceptional member and which has some claim to be regarded as a natural kind. You are right to say either, though not in the same breath. Need more be said? (1997: 232)

The ambiguity that arises in cases of inverted spectra and the like is simply one instance of a commonplace kind of ambiguity – a kind that may arise whenever we have tacit relativity and criteria of selection that sometimes fail to choose a definite relatum. (op. cit.: 233)

It is for Lewis a semantic decision of little consequence what to say of a person whose intrinsic qualia regarding the colour spectrum are somehow inverted from that of the general population (which I am assuming here shares similar qualia, though nothing hangs on this assumption): since the criteria associated with our ordinary language terms for color perception are ambiguous, one could decide either way, and it would make no significant difference. Functionally, it makes no difference: as Kim stresses in his discussion of inverted qualia, it is precisely part of the setup of the thought experiment that there is no difference it makes, neither in overt behaviour nor in cognitive processes. For if there were a difference, then one could no longer say that the intrinsic quality is independent of fulfilling a functional role, and the point of the thought experiment would be mooted. As an aside, this is more or less why Kim believes his final position is “near enough” to materialism. As long as one is consistently able to tell ripe from green tomatoes, or as Pink Floyd would put it, “Blue skies from pain / A green field from a cold steel rail”, it makes little difference indeed. If you will, a Jamesian difference that does not make a difference.

Is this sufficient to lay to rest the argument from inverted qualia against materialism about the mind? I think not, as ultimately it gives the impression that there is something, the intrinsic quality of each experience, that is not captured by a causal-functional account; trivializing its explanatory importance therefore does little to dispel such concerns. What matters is that to acquire the relevant perceptual and cognitive abilities, it is required that one’s intrinsic qualities be reliably and consistently recognized by one as being of the same kind: e.g., being able to reliably tell whether something appears to one to be green, red or some other color. 
I would argue further that the very notion is less coherent than it is commonly given credit for. By this I do not mean to make the absurd claim that there are no intrinsic qualities to our sensations; rather, that the idea that qualia can be inverted while all the rest remains precisely the same makes considerably less sense than it may seem to. The setup of the thought experiment involves the (obviously true) assumption that we can never have non-inferential knowledge regarding the qualities of the experiences of others. However, it does assume that this quality is unproblematically accessible to and known by the subject: once one has acquired the relevant concepts, one always knows when one’s experience is of pain or of a tickle, of green or of red, and so on. But how does it come about that the subject knows it with such reliable certainty? 

This seems an odd enough question. Surely if anything is known with certainty, it is one’s subjective quality of experience: to raise the very possibility of error seems to be itself a serious error. But consider: according to the setup of inverted qualia thought experiments, all the cognitive functions of a subject may remain constant, while his or her particular qualities of experience may differ. An unintended consequence of this assumption is that for all I know, it is not just that my own qualia may be ‘inverted’ in comparison to another person; they may be inverted in the same way in comparison to myself, a moment ago! Assuming my cognitive abilities and function with respect to color perception are unchanged, how do I know that a moment ago, I did not have the qualitative feel I now associate with red when looking at a green object, and vice versa? Appealing to memory will surely not avail us here; do I have an interior metaphorical filing cabinet in my memory where I have various qualia-samples, say, color samples, such that I can compare my current and previous subjective qualitative feel to tell whether they are the same? – But if something like this did exist, it seems that qualitative feels ought to be amenable to a materialist account, once we have a better understanding of how memory works; for this is a case of a cognitive ability of the kind that the Ability Hypothesis conceives of qualia as serving. And if there is nothing like this in our mind, then how do I know regarding myself that my qualia are not constantly shifting around? This is as close as I can come to a reductio ad absurdum of the notion of inverted qualia; the considerations above, if they stand, make it significantly less compelling as an argument against materialism.

Conclusion
The purpose of this talk was to cast doubt on whether the qualitative character of experience really is the ‘Hard Problem’ for a broadly functionalist and materialist account of the mind. There are a number of difficulties any materialist metaphysics faces, and I have no wish to belittle them. Still, I think that qualia enjoy an unwarranted status as the ‘Hard Problem’; my purpose was to show the plausibility, at least in outline, of a functionalist account of phenomenal consciousness by means of something like the Ability Hypothesis. One serious obstacle for this goal, perhaps the most serious, is the powerful idea that there must always be something left out of any such account. By attacking ‘inverted qualia’ arguments to this effect, I hope to have cast some doubt on this idea, and on the closely related idea that there is something to the quality of conscious experience that is somehow independent of-, and non-supervenient on the totality of our cognitive functions and capacities. Thank you for your attention.
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