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I

Homophonic truth-sentences are of three types. The following three sentences illus-
trate these types.

‘Snow is white’ is true if and only if snow is white
The proposition that snow is white is true if and only if snow is white
It is true that snow is white if and only if snow is white.

Sentences of the first two types are predicate (homophonic truth-) sentences. Sentences
of the first type are sentential predicate sentences. Sentences of the second type are
Propositional predicate sentences. Sentences of the third type are operator (homophonic
truth-) sentences. Homophonic truth-sentences have been of interest to philosophers
for various reasons. One of the most important of these reasons is that they have
seemed to many philosophers to suggest that the adjective ‘true’ is in some sense re-
dundant, and that it may be possible to eliminate this adjective from our dl.SCOI.I.I'SC
without loss of content — and without introducing some new adjective or adjectival
phrase (such as ‘in correspondence with reality’) to take its place. Homc:phomc truth-
sentences suggest that it may be possible to eliminate ‘true’ because ‘true’ occurs in the
left-hand constituent of each homophonic truth-sentence and not in the rfght-h:md
constituent? ; nevertheless, there seems to be an obvious sense in which the right-hand
constituent of a homophonic truth-sentence contains no less information than the left-

d constituent, ‘

And why would one wish to be able to eliminate ‘tru¢’ from our dxfcqurs?? Many
Philosophers believe — I do myself — that the perfect definition is the eliminative defi-
nition. Suppose, for example, that our vocabulary comprises four items, A B, C, igld
D, and that we regard D as somehow philosophically problematical. If we can find a
Systematic method of translating all our sentences into sentences that convey mc:;y'

€ same information but contain only the vocabulary items A, B, and C, thenh e
theory thar the perfect definition is the eliminative definition tells us that we have
thercby achieved a perfect understanding of D. (The theory does not demand that we

S

1 Thls 2 - .

Paper is dedicated o the f Herbert Heidelberger. . 3

2 More exactly: ‘true’ om:s on:mf::;r{i:ws in the right-hand constituent of 2 homophenic truth-sen
tence than in its lefi-hand constituent.
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find some phrase containing only A, B, and C with which to replace D at all its occur-
rences; it demands only that we find some systematic way to replace each sentence
containing D with a sentence that contains only the other vocabulary items.) And al-
most all philosophers — from the pre-Socratics to Tarski and Heidegger — have regard-
ed truth as a philosophically problematical concept. Analytical philosophers, at least,
generally believe that the way to give an account of a philosophically problematical
concept is to provide a non-trivial definition of the word that expresses that concept,
and ‘true’ is the word that expresses the concepr of truth.3 To show how systematically
to eliminate ‘true’ from our discourse, therefore, would be — at least so many philoso-
gl:é:. would agree — to give an account of the philosophically problematical concept of
Homophonic truth-sentences suggest that it may be possible to eliminate ‘true’
ﬁ'Om_OUI discourse, but they do no more than suggest this. This is because ‘true’ oc-
curs in sentences that are not of the forms exhibited by the left-hand constituents of
h°mf’Pl'f°niC truth sentences. There are for example, such sentences as “The Axiom of
Choice is true’; and there are generalizations like ‘Only true propositions follow logi-
c"’ﬂ?' ﬁ'o‘m true propositions’ or ‘Some of the things Alice said were true and some were
not’ or ‘An analytic sentence is one that is true in virtue of its grammatical structure
and the meanings of the words it contains’. Nevertheless, the suggestion is a powerful
and attractive one, since it is hard to avoid the impression that each homophonic truth-
sentence is 2 particular instance of a general thesis. For example, ““Snow is white” is
e 'f"‘md only if snow is white’ and “Cows are purple” is true if and only if cows are
purple’ seem to be in some sense two instances of some one general thesis. And it is
very tempting to believe that if we could find these general theses (there would be three,
EﬂrrcsPonflu?g to the three types of homophonic truth-sentences), they would show us
d::s ‘;:fl;mu::i’atf iﬁrz ;:CCumnoe of ‘true’ from our discourse. Can such generaliza-
and G p : nE
S it discoursc?e{.etm:s :ef.‘-ﬂund) will they indeed show us how to eliminate
fmnl:c;ul:s dfi‘:; consider the predicate ‘is true’. To eliminate a predicate systematically
UISE, It Is necessary to find some other predicate with which it may be
R?I?Cd ;{;?any of its occurrences, and which in some sense has the same content as the
::i’fu suf:hmdn}; for example, replace the predicate ‘is a sphere’ with the predicate ‘is
from that point’ It, for some point, it comprises all and only those points equidistant
e p?:i)nt < zom)’ ‘bﬂ h:l{d to spell out the sense in which ‘s a surface such ihﬂfv
the same cxmtz’m a.s”n'ligr::sh a,nionl_y Sies g cquidis:a_nt o ‘that pril 74
il Bl sraidi s hI;v :f;; ut it does seem that there is some important sense
for the predicate s true’? Le TR Cm. some_dung Y ble‘ .-
? Let us first consider the case in which this predicate is a pred-

3 T i sure, Englich 1
dhnf:s‘n:rh:nuld:;;ymh A that expresses this concept. But no one, I suppose, doubts
ed” into German, and i b be given in English, then this definition could be “translat-
anchandwnfmdmmwb‘ﬂmdtﬁniﬁono{‘M'hGﬂm—mdmﬁx
»and so for every language in which there is a word that means ‘rue’
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icate of propositions (non-linguistic objects of affirmation, denial, and acceptance or
belief). Can ‘is (a) true (proposition)’ be eliminated from our discourse about proposi-
tions — and do propositional predicate sentences provide some sort of clue as to how
this might be done? The idea that suggests itself is this: find a biconditional whose left-
hand constituent is x is true’ and from which all propositional predicate homophonic
truth-sentences (and no false sentences) follow by universal instantiation. In such a
biconditional, it would seem, the right-hand constituent will contain the variable ¥’
free and will not contain ‘true’. What would such a biconditional be? Certainly not

this sentence, which is not even well formed:

x is true if and only if x.

But if not this sentence, what? The problem of finding a biconditional from which all
propositional predicate homophonic truth-sentences (and no false sentences) follow by
universal instantiation seems insoluble. If we say this, however, we shall no doubt be
told that the problem is insoluble only because we have made it so: we have made it
insoluble by treating ‘x” as a nominal variable; and (we shall be told) there are other
kinds of variables than nominal variables. There are also predicate variables, and among
these there are 0-place predicate variables, or sentential variables. (Nominal variables
have the syntax of names or terms; sentential variables have the syntax of sentences.) !f
we have sentential variables (', ‘4 and so on) at our disposal — and “sentential quanti-
fiers” to bind them — , we can find the general sentence we want. It will not, of course,
be ‘s is true if and only if p’, for this sentence, too, is not well formed — and its left-
hand constituent is not ‘x is true’. In order to get the general sentence we want, we
need some construction that connects terms and sentences (or sentential variables). The
obvious candidate for this construction is the operator ‘the proposition that', which
takes a sentence (or sentential variable) and makes a term. We can use ‘the proposition
that’ and sentential variables to construct various sentences that are in some sense gen-
eralizations of homophonic truth sentences. For example:

Vp : The proposition that p is true . if and only if .
But this sentence will not help us to find an equivalence for xis .m.le’_. for it contains
no nominal variables. The best solution to our problem, I think, is this

x is true if and only if 3p . p and x = the proposition that p.
predicate sentences follow from this sen-

do. What follow from this sentence by
nly over propositions) are sen-

Admittedly it is not true that all propositional
tence by universal instantiation. In fact, none
universal instantiation (if the nominal variable ranges o
tences like these:
The Axiom of Choice is true if and only if 3 . p and the Axiom of Choice = the
proposition that p. '
The proposition that snow is white is true if and onlyif 3p . pand the proposi-
tion that snow is white = the proposition that p.
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Still, both these sentences are true (provided, at any rate, that sentential variables and
quantifiers make sense). And the propositional predicate sentence

The proposition that snow is white is true if and only if snow is white

follows logically from the second.*
More generally, the sentence

x is true if and only if 3p . p and x = the proposition that ?

has no false instances,” and every propositional predicate sentence can be deduced from
it. This sentence may, therefore, be regarded as, in a loose sense, a generalization whose
instances are propositional predicate sentences: it is a sort of compendium of the infor-
mation they collectively provide. And it has these two important features: its left-hand
constituent is 'x is true’ and its right-hand constituent does not contain ‘true’. We can,
therefore, use this sentence to remove all mention of truth from our discourse — pro-
vided, of course, that every mention of truth that occurs in our discourse can be un-

dle:stood in terms of a truth-predicate that applies to propositions. Consider for exam-
P

Some of the things Alice believes are true only if the Axiom of Choice is true.

Qur. general sentence provides us with the resources to rewrite this sentence, preserv-
ing its content but removing all occurrences of the truth-predicate:

3x (Alice believes x and : 3p . p and x = the proposition that p . only if 3p . p and
the Axiom of Choice = the proposition that p). d

The case is less clear with sentential predicate homophonic truth-sentences, however.
Can ‘is true’ (understood as a predicate of sentences) be eliminated from our discourse
by the application of some generalization of

: el X :
Snow is white’ is true if and only if snow is white?

How should this generalization be stated? These questions will not be of any great in-
terest to philosophers who accepr the existence of propositions and who regard propo-
sitions as the “primary” bearers of truth-value. Such philosophers, having at their dis-
posal a definition of ‘is true’ that applies to propositions can simply say that a sentence

4 Pmo{ [we use obvious abbreviations and omit quotes]: LEFT-TO RIGHT. Assume TP(s s w). Our
p_rplse isTPG is w) & 3p - p & P(s is u) = P(p). Hence, we have 3p . p 8 P(s is w) = P(p). By existen-
tial instantiation — or perhaps it would be berter to say “particular instantiation” — we then have g & Pls
fsw) = P(q)l- We now m_troduqe 2 premise that would obviously be a theorem of any logic whose vocab-
“u;il;.ry contained ser{tenua]_\lgmblﬁ and the operator ‘the proposition that': Vp Vq:Pp) = Plg -2
z P:(y.}ﬂy universal Instantiation, we have P(s is w) = Plg) —».s5isw ¢ g From this and g & P(s is @)
i ?mhduacp ¢ w. RIGHT-TO-LEFT. Assume s is w. We have P(s is ) = P is 1) and hence s s &

P(sis ) = P(s is w). And then by “particular generalization” we have 3p . p & P(s is w) = P(p). From
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is true just in the case that it expresses a true proposition — or is true on an occasion of
utterance just in the case that the proposition it expresses on that occasion of utterance
is true. But not all philosophers accepr the existence of propesitions. Those philoso-
phers who see sentences as the only bearers of truth-value will wish to define ‘is true’ as
a predicate of sentences without appealing to propositions. They will therefore be in-
terested in the question whether this can be done by “generalizing” sentential predicate
sentences — by finding a biconditional whose left-hand constituent is ‘x is true’ (the
range of ‘x” being understood to comprise sentences), which has no false instances, and
from which all sentential predicate sentences can be deduced — whether by a single
application of universal instantiation or by some more complicated deductiv:_a route.
What might such a sentence be? Our generalization of propositional predicate sen-
tences does not provide us with much guidance in answering this question, f?r_ that
generalization depended on the fact that the left-hand constituent of a propositional
predicate sentence contains a phrase (‘the proposition that’) that when prefixed to a
sentence yields a name of the proposition that sentence expresses. The left-hand con-
stituent of a sentential predicate sentence, however, contains a name of a sentence, and
there is no phrase that, when concatenated with a sentence, prodL}ces a name of a sen-
tence. There is no such operator as ‘the sentence that’, and, even if there were, the ex-
pression ‘the sentence that snow is white is true’ would be a dlffc.rcnt expression from
““Snow is white” is true’. (The operator ‘the quotation name of” is not such an opera-
tor, since it must be prefixed to zames of sentences — as in ‘the quotation-name of the
first sentence of this paper’.) A pair of quotation-marks itself cannot be T#Olight of as
an “operator” in any useful sense. It is true that applying a pair of quotation ma!'ks to
a sentence produces the quotation-name of that sentence, but quotation marks inter-
act with sentential variables in a way that renders them uscle.ss for our purposes, fora
variable does not occur (and hence does not occur free) in its own quotation-name.

The sentence
x is true if and only if 3p . p and x = the proposition that p
has, perhaps, no false instances. (The phrase ‘the proposition that p’ is an open term, a
term containing a free sentential variable.) But the sentence
x is true if and only if 3p . pand x = '
has false instances whenever the value of ‘¥’ is a true sentence, for it is extensionally
equivalent to
x is true if and only if 3p . p and x = the sixteenth letter of the roman alphabet
(italicized).
And
‘Snow is white’ is true if and only if 3 . p and ‘Snow is white’ = the sixteenth letter
of the roman alphabet (italicized)
is false.

y . find
If we are to find a way of generalizing sentential predicate sentences, we must finy
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some phras:: to'do (mutatis mutandis) the work that ‘x = the proposition that 2’ does in
our generalization of propositional predicate sentences. Actually, such a phrase is not

hard to find. If one is willing to acce i iti i
pt the existence of propositions, one may write
such a phrase this way: g 4

x expresses the proposition that p.

Ifonl.! dofﬁ. not accept the existence of propositions, one will have to find a sentence
that, intuitively, seems to say the same thing as this (a sentence, of course, in which ‘¥
and ' and no other variables are free), but which does not involve an open term such
that, when.the free sentential variable in that term is replaced by a sentence, the result
represents itself as naming a proposition.

I would suggest this: “x says that 2’ Thus:

€ - . L]
Snow is white’ says that snow is white

kﬁm sentence of this paper says that homophonic truth-sentences are of three

Efcf'itﬂdexf:hmcp!ﬁ are mtenc!ed to be true sentences. It would, of course, be no challenge
ol g lgfmz‘lm of ‘x e that p'.) Those who accept the existence of proposi-
tion tha ’-yﬂl i b cou!d be defined as meaning ‘x expresses the proposi-

€75 those who deny the existence of propositions will have to be content to

take ‘x says that 2’ as indefinable. We - :
. 3 r_h
tion of sentential predicate sentences wl:ge s::l!(i(:ngr e

xistrucifandonlyifflp.pandxsays that p.

L?f:l;‘);’;:ﬂn;fi :hb leé:f course, ranges over sentences.) This sentence obviously has
: the first sentence of this paper is true if and only if 3p . p and it says

that p — and 6 :
for t‘:am;::}c, T;cg:cc Can we deduce all sentential predicate sentences from it? Can we,

‘Snow is white’ if and only if snow is white

from it? The answer to this question is 2

been able to construct uses two premises T Ml deiog 18

that are worthy of some comment. One is

—_—

6 Ileave 1o i 7
Truth in mﬁc Pmbkmff self-referential” or “liar” sentences. (See Tarski’s “The Concept of
H. oodger, second sy i Afed ki, Logic. Somantic, Metamashemaics, cansaed by )
Publishing Co., 1983) ’ and with an inroduction by John Corcoran (Indianapolis: Hackett
sentences. I mention “liar” dﬁ!n R lhcpm;eq °fdfﬁnj~"-g truth by generalizing :ﬂoi;homc truth-
icate sentences, because I am comineed o F0.2% Father than in connection with propositional pred-
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Vx Vp Vg : x says that p & x says thatg. = . pe> g
The other is
‘Snow is white’ says that snow is white.

The first premise might be justified by saying that it obviously ought to be a theorem
of any ‘says that’ logic: any logic whose vocabulary includes nominal and sentential
variables and the ‘says that’ connective. (This premise plays roughly the same role in
the proof as the role played by ‘Vp Vg : P(p) = P(g) . p € 4’ in the proof in note 4.)
The second premise — which is needed both to deduce ‘Snow is white’ from “Snow is
white” is true’ and to deduce “Snow is white” is true’ from ‘Snow is white’ — might be
justified by the contention that the following is a reasonable rule of inference for any
‘says that’ logic:

Any expression formed by writing the quotation name of a sentence and then ‘says
that’ and then that sentence may occur as a line in a proof.

To generalize predicate homophonic truth-sentences, as we have seen, presents techn.i-
cal problems. These problems are due to the fact that the generalizations must contain
both nominal and sentential variables. To generalize operator homophonic truth-sen-
tences, however, presents no technical problems because the required generalization

contains only sentential variables:
Vp:itis true that p. & p.

Every sentence that follows from this general sentence by universal instantiation is an
operator sentence and all operator sentences follow from this gencra.l sentence by uni-
versal instantiation. The simplicity of this case suggests that those philosophers w‘hu are
interested in an eliminative definition of truth ignore predicate sentences and d'fcnr gen-
eralizations and concentrate their attentions on operator sentences. Whether this policy
would be workable depends on just one question: Can everything we want to siy by us-
ing the predicate ‘is true’ be equally well expressed by using the operator it is true that’ -
given, of course, that we have sentential variables at our disposal? Or put the question
this way: Can the truth-predicate be eliminated in favor of the truth-operator? It is evi-
dent that this can sometimes be done. For example, one need not take the sentence Cer-
tain things that Monica affirmed and Bill denied are true’ to have the logical structure

Jx . Monica affirmed x and Bill denied x and x is true
if one has sentential variables at one’s disposal. One can instead write
3p . Monica affirmed that p and Bill denied that p and it is true that p.

But the case is more difficult with sentences that contain names of pmpt?sltw_ﬂsdthﬂf
do not contain sentences that express the propositions they name. I’have e ﬁ?s;
pressions like ‘the Axiom of Choice’, ‘the special theory 9f relativity’ and ‘Erdds’ f
important theorem’. (Not all philosophers will be “flul_“g to call thm thexpresaf;.s
“names of propositions”; let those who reject the description characterize these €xp
stons as they will.) Consider the sentence
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The Axiom of Choice is true.

Can the content of this sentence be expressed using only the truth operator and not
_‘h_e truth predicate? How? As ‘it is true that for every non-empty set of pairwise dis-
jomnt se6s x there ffxists a set that conmins exactly one member of each member of x
and contains nothing else’? No, for no part of our original sentence expresses the con-
tent t.}f rhe‘ Axiom of Choice. (Or so I should suppose. Anyone who doubts this may
Subﬁ_tftute ‘thc principle that is the topic of Chapter X of Quine’s Ser Theory and Its
L"g’f for Ihf: Axiom of Choice’ in the example.) With ‘it is true that the Axiom of
Choice holds’? No, for ‘holds is just another way of saying ‘is true’. (It should be evi-
dm‘j by d_le_“)’a that there is no problem “in the other direction.” Given the truth
Ercfhcate, 1t is easy to eliminate the truth operator: ‘it is true that p’ may be replaced

1 ﬂ:’ proposition that p _is true’ or ‘for some x, x says that p and x is true’.) I doubt
;_ct ;:ﬂ;dcrc oo & 501,utmn to this problem. I conjecture that anything we can say
inmrhgc :edi g:zlfe true’ can be said in a language in which this adjective occurs only
e c:[:n ey ls,;}m 1 conjecture that some things we can say using the adjective
nstal (Sim takl: a language in which this adjective occurs only in the operator
ISt i :1: for gramecf tha,t anything we can say using the noun ‘truth’
ks suPposcu:Igmc: o g f‘dl“-m‘": true’.) SnI!, we have seen that it is at least plausi-
eI ity 1s tr:lle (whether r.jus predicate applies to propositions or to sen-
scribed as “gencrali e from our dls_course by means of what may be loosely de-
i) seffe : _allzau?ns of homophonic truth-sentences” — given that we have at our
i limenl:o variables. We have been assuming that sentential variables make

€xamine this assumption.

II

Wh s
At are sentential variables and whar are the quantifiers that bind them? How are

these devi unde: v
sahin stood? One possibility is that they be understood substitution-

alty. Bur i
Ib‘ ut lf we aftempt 'to undcrstand them thi.s way, we ﬁiCC grave pl'ObleInS- Most

q_uan tif?er by Providmg a systematic statement of the
s m!“"h‘zd‘ 1t occurs. These truth-conditions are stan-
i i > for example, ‘X’ is the existential (or “particular”) substitu-
tional quantifier, the truth-condition for ‘T x is 2 dc.ge-rl it:' (or “particular”) s

Zx xis a dog is true if and o

that has a referent] and “x is aly if for some x, x s a name [not necessarily a name

a dog” is true,”

¥ =
Imhld&mdnuh]cqm:csmdodxworkof“

For some x, xkamm‘md“xkadog"
is read

is true

Fotwmex, xis
3manddxmm'h“mﬂﬁmwmxmmwﬁﬁng‘isadog'km"
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(The variable in this example is nominal. In cases in which ‘Z’ binds a sentential vari-
able, the right hand side will be a generalization on sentences rather than names.) But
this sentence does not tell us what ‘Ex x is a dog’ means — it tells us only that, whatever
it means, it is true just in this case: prefixing some name to ‘is a dog’ yields a truch.
That is to say, it is true just in the case that some “substitution-instance” of ‘x is a dog’
is true.

What, then, does ‘Zx x is a dog’ mean? One possibility, of course, is that it means —
is an abbreviation of — ‘For some x, x is a name and “x is a dog” is true’. Most advo-
cates of substitutional quantification deny that this is how substitutional quantifica-
tion should be understood, but the question that should interest us is whether this in-
terpretation enables us to understand the sentential variables that, as we saw in Part I,
are essential to an eliminative definition of truth. And it would seem that the answer
to this question must be No. Consider our definition of the truth-predicate (as a pred-
icate of propositions):

x is true if and only if 3p . p and x = the proposition that p.

Suppose ‘T’ is understood as the substitutional particular quantifier, ‘', and that the

substitutional particular quantifier is understood in the way suggested. Then Zp . p
and x = the proposition that p’ abbreviates

For some y, y is a sentence and “y and x = the proposition that y” is true.

Not only does this expression contain ‘tru¢’, the word the definition is supp95ed to
eliminate, but the nominal variable ‘¢ does not occur free in this sentence; in fact,
strictly speaking, ‘<’ does not occur in this expression at all - which is an abbreviation

for

For some 3, y is a sentence and the sentence that results from writing y and then
writing ‘and x = the proposition that’ and then once more writing y is true.

This expression is a closed sentence — and a false one, since its instantiation to any
sentence is false. For example,
Lo :
‘Snow is white’ is a sentence and the sentence that results from writing Snc{\\.r is
white’ and then writing ‘and x = the proposition that’ and then once more writing
‘Snow is white’ is true

is false, since

‘Snow is white’ is a sentence and ‘Snow is white and x = the proposition that snow

is white’ is true
is false — open sentences being neither true nor false. It seems, then, tha.t if wt'WlSh o
eliminate ‘true’ from our discourse, and if the way we propose to do th”_ e
tential variables and quantifiers, and if we propose to understand sent.cntlal ql.}ant_tﬁ;:ls
as substitutional quantifiers, we had better not understand sentential subsu:ut:co
quantifiers “metalinguistically”: we had better not contend that a sentence of the f?:;;n
Zp....p... is no more than an abbreviation for the corresponding sentence of the

form
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For some x, x is a sentence and “. . . x. ..” is true.

But if we do not understand substitutional quantifiers metalinguistically, how shall we
understand them? In “Why I Don’t Understand Substitutional Quantification”,? 1
defended the thesis that there that there is 70 way to understand substitutional quanti-
fiers, that substitutional quantification is simply meaningless. (I explicitly considered
only substitutional quantification into nominal positions, but my argument is equally
applicable to substitutional quantification into sentential positions.)

I argued that this was the case because the advocates of substitutional quantifica-
tion had done nothing to explain the meaning of substitutional quantifiers other than
to give truth-conditions for the sentences in which they occur and to say that a sen-
tence containing substitutional quantifiers does not have the same meaning as the state-
ment of its truth-conditions. The argument was essentially this. Suppose I introduce
some new vocabulary item, X, into our language. I set out the syntactical features of X,
s0 that it is clear which sentences containing X are well-formed or grammatical. Let A
F’e the (infinite) set of well-formed sentences containing X. I go on to offer a mechan-
i pl'oce.dure that pairs each sentence 2 belonging to A with a sentence & that does
not contain X (and which we understand), and 1 say two things: first, that « is true if
and only if 4 is true; secondly, that & means something other than . If I say only this
much (and thls much” is all that stating systematic truth-conditions for sentences con-
ning ‘SI.Ib‘stitutional quantifiers comes to), I have not told you what X means. Con-
su:!cr this simple case. I introduce a unary sentence-operator ‘—’. [ tell you these wo
th"‘g_s and tell you nothing more: the result of prefixing ‘— to a sentence is true if and
only if the negation of that sentence is true; the result of prefixing ‘—’ to a sentence
means something different from what the negation of that sentence means. Do you
now know what ‘~’ means? No, you do not. There are lots of sentences that have the
":;mc truth-value as the negation of ‘Snow is green’. There are even lots of sentences

at can be knov_vn a priori to have the same truth-value as the negation of ‘Snow is
g d_“ Regaton 0{ "Snow is green’, the conjunction of the negation of “Snow is
fjr“ o with 2 +2 = 4, the conjunction of the negation of ‘Snow is green’ with the
tcrn,a(rlzon v:af Snow is green’ and its negation . . . . If I tell you only that ‘- Snow is
f::thcmm have I!.TIC same meaning as the first of these, I don't tell you that it doesn’
e m;m“_l““g as the second, and I don't tell you that it doesn’t have the same
€aning as the third. And those two sentences have different meanings. Providing 2
Wsten‘lguc statement of truth-conditions for all sentences containing substitutional
sl;;hmll%sodf’“ not, therefore, enable us to understand these sentences. Since I wrote
v nt Understand Submhtl;stlob::[ Qua_ntiﬁcation,” another way of undel’st?dand'

o n proposed. The advocates of this second ap-
fm&m_ﬁ_;‘;?d ﬂ:tla.tla.r substinfti.onal quantifications on a predicate as dis-
RS Thjax g :’: t include as disjuncts every substitution-instance of that
- 1S, where O is any variable and F any predicate, they propose to 1€

S l'm&ﬁ”m(ml) sl
Ficld, in his review of Dale G, wrmmqumﬁﬁmﬁonwﬁmmendomdinpﬁmbym
. Economy (Nods 18, 1984, pp. 160-165). 1. L. Hum-
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gard “Z o F @” as an abbreviation for the disjunction of all substitution-instances of
“Fo”. (Universal substitutional quantifications on a predicate are to be understood in
the parallel way as conjunctions.) But this proposal has odd results if there are as many
names as there are natural numbers — and there certainly are that many names, for the
standard, arithmetical names for the natural numbers are as numerous as the natural
numbers. For the sake of the example, let us suppose that the standard, arithmetical
names of the natural numbers are the only names there are. Then

Zx x is odd
is equivalent, on this proposal, to
Oisoddvlisoddv2isoddv...kisoddv... .

This proposal, or so one might argue, oes provide a meaning for ‘Ex x is odd’; it does
tell one how to translate this sentence into language one already understands. _So one
might argue. But if one does so argue, one seems to be employing tht_z premise that
there are infinitely long sentences, sentences that have no end. And this is very hard to
believe. And matters seem, if possible, to become even worse when we consider open
sentences whose variables are bound by more than one quantifier. Suppose the dual of
L is ‘A. Consider the sentence

Ax Zy y >x.

This sentence will be an abbreviation for an unending conjunction of unending dis-
junctions:

0>0v1>0v2>0v...k>0v... &0)1\rl>1v2>.1\r‘.:,€>lv.‘..
&0>2v1>2v2>2v... k>2v... &...0>jvl>jv2>jv...k>j

oo 8o

It really is very hard to believe that there are such sentences as these. Even if one d::hcs
not share my scruples about the existence of such sentences, one must adm{t c;}]lat }:
advocates of the proposal we are considering must solve some difficult wcl‘ml - prob-
lems. Consider only nominal quantification. It is not cnough to say that ‘Ax Zy y >x

abbreviates an infinite conjunction of infinite disjunct’mns; one must also dc;isc an
algorithm that — in the present case — takes ‘AxZyy >x and yle.:lds a finite disp 1){; (nc;
doubt containing a lot of /'s and *#’s and lots of . ..s) that u,mqucly reprzc;;m he o

course unwritable “doubly infinite” sentence that Ax Zy y >x supposet_lly [rf]m]-?
One would then have to devise explicit rules of inference (n_:onesporfdm.g t?el,ds’ On’
and 5o on) for manipulating the finite displays the translation algomhzel yi ‘;ith:
would, finally, have to present a proof that the display the algorithm correlates

sentence Q in the language of quantification is a theorem of the “new” system if and

i jsti treatment of
bmomfw&kappmachwm:mlﬁl,m‘akm)\.mvu?wmn et
quﬁmdompardyhxdonﬁci&achzme?m#qufnuﬁam@{md?;w
their substiturion-instances, can be found in Mark Lance, ‘Quantification, Substitution, Concep-
tual Content,” Nods 30, 1996, pp- 481-507.
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only if Q is a theorem of substitutional quantifier logic. Devising such a translation
algorithm, such a set of rules, and such a proof, will present a considerable technical
challenge. Bur let us suppose that this challenge can be met. (I am no logician, but my
guess is that it can be.) Even if it can be, and even if there are “multiply infinite sen-
tences” — and, of course, it would be no profound problem to find set-theoretical con-
structs with the properties necessary to play the role of such sentences — I do not -
derstand any o.f them, for I can understand only finite sentences. And if the only thing
that can be said about the meaning of ‘Ax £y y >x’ is that it abbreviates a certain (spec-
:ﬁ:{blc) “doubly infinite” sentence, I shall therefore not understand ‘Ax Zy y >x". This
point does not essentially involve the infinite length of the unabbreviated sentences.
Essentially the same point could be made about very long finite sentences. Suppose
someone proposes to use the sentence “The natural numbers less than one thousand
are cven—odd" as an abbreviation for ‘0 is even and 1 is odd and . . . 999 is odd’. Al-
.though I believe that the unabbreviated sentence exists, and although I believe thar it
is true, 1 cannot ‘ll.mdcrstand it (for more or less the same reason I cannot visualize a
chiliagon: I can't “get it into my mind”), and I therefore have no understanding of the
sentence that abbrev?ates it. My contention that I cannot understand ‘0 is even and 1
is odd and - - - 999 is odd’ should not be confused with the contention that I cannot
understand ‘0 is even and any number less than 1000 is odd if it is the successor of an
even number and even if it is the successor of an odd number’. That sentence I can
understand. But then .dmt sentence contains only thirty-one words: the sentence I can-
:‘:nun(fiellnfmd contains 3,999 words. I recognize, moreover, thar the sentence ‘0 is
¢ and lisodd and . . . 999 is odd’ is a perfectly meaningful English sentence and
At 1t is true. But to say that is not to say that I understand i.

111

How is sentential quantification to be understood if not as a species of substitutional
;]::::lficta:on? !I o e section, I will examine the most importanp:‘:lon—substitutiona]iﬂ
Czllcdpsc:mc::g] ain sentential quantification: that of Dorothy Grover. (What I have
t ?mnﬁmm{" Gm calls propositional quantification. T will stick
© my own term in the fgllowmg discussion of her views.)
R thamt’g!amp;gpia‘:ntg: Val‘l;:)les” of nominal quantification are essentially pronouns,
fact,'® Grover S O.f nominal quantification must proceed from this
Proposes th:}t_ the variables of sentential quantification — the p’s and 4’s

R i, mi‘;m_l%m@mdwmmﬁqﬁon—m,aﬂpﬂfﬂm“f’
Wm%ﬁg. ;w,mﬁﬁmnmlﬂmmmwﬁ
mor:lmcﬁy,m'Mm_onw* Erk '%48 (}mmsg?m Oxford University
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however, of at most heuristic value to say, “Prosentences are items that stand to sen-
tences as pronouns stand to nouns.” Some sort of definition is required, and Grover
has provided one. She has defined ‘prosentence’ by providing a list of three defining
properties: a prosentence is any word or phrase that

(1) Is not a sentence but has the syntactical properties of a sentence

(2) Can be used to make an assertion, serve as the antecedent of a conditional as-
sertion, and can, in general play all the linguistic roles a sentence can play. (Or
can with the help of context. This is parallel to the case of pronouns and nouns:
a third-person-singular pronoun — ‘it’ — can be used to refer to an object, but
it must pick up its referent from the context in which it is used.)

(3) Can be used anaphorically — or, near enough, different occurrences of a prosen-
tence in the same sentence can have the same antecedent.!!

But we may ask: What reason have we to believe that anything has all the properties in
the list or even that those properties are mutually consistent? We need some reason to
believe that prosentences exist, or at least that the defining properties of a prosentence
are consistent. (If the defining properties of a prosentence are consistent, then, even if
prosentences do not in fact occur in English or other natural languages, they could
easily be added to the vocabulary of a language by stipulation: one would simply pick
some class of words or phrases — preferably ones that do not already occur in the lan-
guage — and stipulate that its members have the defining properties of pmsentcr:oes.) I
at any rate, am sufficiently sceptical about the linguistic category “prosentence that I
should want to see an argument for the conclusion that the defining properties of
prosentences were consistent before I was willing to accept any theory bthat made s
sential use of this category. I know of no other way to show that the list of defining
properties of prosentences is consistent than to provide an example of a prosentence.
Can this be done? SR {
Grover has endorsed Joseph Camp’s suggestion that ‘it is true (or ‘that is truff} I'll.az.s
the defining properties of a prosentence, and is therefore a prosentence of English.
Will this example do? Does it prove that there are English prosentences? I doubr wheth-
er it does. I will try to explain my doubts. I begin with an f)bsc_mnon: even lfi we have
a prosentence, we shall have to have some way of connecting its occurrences in a sen-
tence with their intended antecedents if we are to be able to urfdcrstand the sentences
that contain arbitrarily many sentential quantifiers and arbitrarily many sentential-po-
“Meta-ontology” (see note 10), I solve the analogous

indefinite stock of subscripts. (That is, ‘it,
phrase ‘it is true of

sition variables. In Being and
problem for ‘it’ by supplying ‘it’ with an

4 e ZEL
lty" and so on. Thus, the second occurrence of ‘it’ in the quandifier

i S 3 Truth (Princeton: Prince-
11 See “Propositional Quanifiers” in Dorothy Grover, A mm 'H’”’f "f :
ton University Press, 1992), pp. 46-69. (This essay was originally published in the Journal of Philosop)-

' i, i i i . 52-53.
ical Logic, in 1972.) The defining properties of a prosentence are st out of pp
12 See dl?"lmmducm;y Essay” in A Prosentential Theory of Truth (pp. 345), p- 12.
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everything that it__is such that’ is an antecedent of appropriately placed occurrences of
‘it,, but not of occurrences of ‘it or ‘it,’.) But the “prosententialist” who tries to use
subscripts in a like manner will face a problem that I did not face: where the subscripts
are to be placed. This problem arises because ‘it is true’ (unlike ‘it’) has a grammatical
structure, and thus affords more than one “site” at which a subscript might be placed.
There seem to be two serious candidates for the placement-site for the subscript, which
we may illustrate as follows:

il:p is true
and

(it is l:ruc)p.
Thar is, we might attach the subscript to the (apparent) grammatical subject of the
prosentence-candidate, or we might attach it to the prosentence-candidate “as a whole.”
(To artach it to the copula would seem to be simply a variant on the second option: to
attach it to the copula would be a way of attaching it to ‘it is true’ “as a whole”; after
all, the copula in a subject-predicate sentence is a mere grammatical convenience, one
that many languages manage very nicely without. And I can’t see what could be in-
tended by attaching a subscript to ‘true’.)

Lct us suppose that we have chosen the first option: we will attach our subscripts
to ‘it’. Are we now in a position to translate (say) ‘Vp (p v -p)’ into what Grover has
called “[_Jhilosopher‘s English”? (If we cannot succeed in this simple “one-variable” case,
there will be no point in proceeding to more complex examples.) Well, we know how
to translate ‘v .-P';

itp is true v —‘itp is true.

Bu:' how are we to translate “V’? How are we to translate the whole sentence Vplpv
~p)"? Someone might offer:

For all p, itp is true v —itpis true.

But, to my mind, at least, this will not do. This leaves us with an untranslated variable
in the quantifier-phrase. How are we to translate ‘For all 2’2 How, that is, are we t0
whte the ,fl“mnﬁCf'P}.lmf so that it contains not ‘¢’ but ‘it_is true’. (In my account of
nominal quannﬁcauon‘n} Being and “Meta-ontology,” it 1s ‘it,” and ‘it, that occur in
quantifier-phrases ~ not 'x and ’y') I do not see any way to do this.[{t is, of course,
easy enough to get it into the quantifier-phrase. We could read ‘for all P as

it is lmcofcvuychingthaxizpissuch that,
g:“ in this phrase, the S‘-ﬂiﬁcr%ptcd pronoun is not followed by the predicate ‘is true’
alle supposed prosentence it, is true’ does not occur in this phrase. This reading of for
il p ;\;cuuld seem, therefore, © leave us with good, old-fashioned nominal quantifica-
tion. If we so read the quantifier-phrase, then the sentence Vp (p v -p)’ reads as fol-
lows in “philosopher’s English:

Itisumofwerydﬁngdmitpissmhdmitpistrucv~ it is true.
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The meaning of a sentence containing subscripted pronouns can hardly be supposed
to depend on the particular symbols that are employed as pronoun-subscripts.!® This
sentence, therefore, is equivalent to

It is true of everything that it is such tha it_is true v ~ it_is true.
That is to say:
Vx (x is true v ~x is true).

So interpreted, the language of prosentential quantification seems to be no more than
a rewriting of the language of nominal quandification over sentences or propositions —
for only sentences or propositions satisfy x is tru¢’. And a rewriting of only a parz of
this language, for there is nothing in the language of sentential quantification that cor-
responds to the identity-sign. For this reason, there are things that can be s:ud 'by those
who are willing to combine the identity-sign and quantification over propositions rha.t
cannot be said by those who restrict themselves to that part of the language .Of quanti-
fication over propositions that can be translated into the language of sen.tcl?ual quanti-
fication. For example: ‘For any contingent proposition, there is some distinct contin-
gent proposition that it entails’.'#

Perhaps, however, these untoward results are a consequence of the fact that we chose
to attach the differentiating subscript to ‘it’ in ‘it is true’, thus (it might be argued)
forcing ‘it’ to behave as a pronoun, contrary to the intention of the proponents of sen-
tential quantification that ‘it should be an inseparable part of the prosentence it is
true’, a part that has no syntactical properties (as the two characters that make up ‘it
have no syntactical properties). Let us now turn to the other option we mentioned.
Let us suppose that the differentiating subscripts are to be attached to the prosentence-
candidate “as a whole,” that is, in the following fashion:

(it is true)
(it is true) .
q -
(In the following discussion of this suggestion, I shall drop the r‘o:.md brackets; bur it
must be understood that throughout this discussion the ‘p- and q -Sll!)sﬁl’:lpts apply to
it is true’ and not simply to the adjective ‘true’.) The:} .the abclwe objections have no
force against the idea of understanding sentential-position variables as Rroscn:nces.
But we are still faced with the problem of how we are to formulate quantifier-phrases.
Let us pose the problem this way. Consider the formula

Vp (v -p).

13 C£‘hfPrinciplcofdzeequiv:lmaof;lphzbeﬁcndmu[‘Vxx=x'and Wz z = £, for eample) in
formal logi : : : :
14 Immﬁl:f;isonlyasapmbiem. I:mightbcpossibktowlyedmpmblfcmhyizdnodmmﬁ
tential counterpart” to ‘=’ — something that does the work in respect o m&ﬁudo qu:tnh“.bcm
('--md---umposi:iom&..;...‘dominrspeaofmmlmlqu?n ‘an( S e

“famrcntialmmoaiw.Suchacmnmmightbchm&ud?@nﬁ:kmm
w‘ncmsaﬁly,mmnthu..‘wuuldbcwmdm...aﬁmmﬂ.
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How is the whole of this formula to be turned into English — or into a supplemented
English that contains phrases like ‘it is true | and ‘it is trueq’? That is to say, with what
expression of generality may we prefix

it is true, or it is not the case that it is tmep

50 as to produce something that (a) is a sentence of (supplemented) English, and (b)
seems intuitively to express what is supposed to be expressed by ‘Vp (p v -p)?
Grover generally uses the following as a universal quantifier phrase: for any propo-
sition”. (Thus, she might offer ‘For any proposition, it is true or it is not the case that
itis true’ as an English reading of ‘Vp (p v -p)’. Let us leave aside the charge that this
looks a lot more like an English reading of ‘Vx (x is a proposition — (x is true v ~x is
true))’ than an English reading of ‘Vp (p v -p)’. How something looks is, after all, 2
matter of subjective judgment.) This quantifier-phrase will do only in the simplest cases,
the one-variable cases. Since it offers no way of distinguishing one universal quantifier
phrase from another or one existential quantifier phrase from another, it will not do in

cases involving multiple generality. We have to be able to distinguish, say,
VE At
from

Vg (-9,

aﬂfl ‘For any proposition there is a proposition’ does not enable us to distinguish Y
-‘_-!q from Vg 3p’. We need some way to “connect” each quantifier-phrase with a P
ticular occurrence of a prosentence. There is, of course, always the “brute force

method:
For any proposition,, there is a proposition, such that if it is true, then it is truey

But, really, what does this mean? We might try to make sense of it by supplementing
Enslish with lots of exact synonyms for ‘proposition’, perhaps by the ever-useful “sub-
script” method: ‘p,opositionp’, ‘proposition ', and so on. Would this serve to establish
an intelligible connection between ql.lantiﬁgr-phrases and the sentential-position vari-
f'bles thcy are supposed to bind? I think not. By way of illustration, let us suppose that
proposition’ and ‘thesis’ are exact synonyms. And let us suppose that it is tru€,op,
sidon 20d ‘it s true,, . are distinct prosentences. Having made these suppositions, We

;Eight try to distinguish our two sentences by providing the following readings for
€m:

For every proposition, there is a thesis such that if it is true .. then itis
true, . propaosition
thesis

For every thesis, there is 2 proposition such that if it is true .. then itis
true, . propaosition
thesis

But I Cozuf&s that dlcse two sentences make little sense to me. (Well, to be frank, no
:Chcﬂse at all.) “Proposition’ and ‘thesis’ both have meanings (even if their meanings ar
same): they are not mere indices. It seems to me to be absurd to suppose that thes¢
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two sentences are sentences of a transformed, regimented English between which there
is a clear difference of sense (or even an inchoate difference of sense that one might
have some hope of making explicit and precise).

Let us return to the question we have posed and to which we have so far failed to
find an answer: with what expression of generality may we prefix

it is true,, or it is not the case that it is true,,

so as to produce something that (2) is a sentence of (supplemented) English, and (#)
seems intuitively to express what is supposed to be expressed by ‘Vp (p v -p)"? It should
be evident from the foregoing that any prefix that satisfies these conditions will have to
contain ‘it is true_’. But let us make things as easy as possible for ourselves. Let us take
a step backward and neglect the subscripts; let us ask this question with respect to ‘it is
true or it is not the case that it is true’. (If we can find no answer in this case, there will
be no point in going on to consider multiple generality)) I will examine two possible
answers. (In each case, I will write out the whole sentence and italicize the suggested
prefix.)

1. Under whatever circumstances it is true, it is true or it is not the case that it is
true.

But this cannot be right. For one thing, it doesn't make sense, or doesn't make sense
unless ‘i’ (which stubbornly insists on behaving as if it were a pronoun and the subject
of the verb ‘is’) can pick up a referent from its context. “Under whatever circumstances
what is true?”, one wants to ask. For another, if this suggestion confers truth on “Vp (
v -p)’, it seems to be just as happy to confer truth on “Vp p’ — for if one ‘does manage
to assert something by saying, “Under whatever circumstances it is true, it is true, what
one manages to assert will certainly be true. This second problem is avoided by the
following answer to our “prefix” question:

2. Whether it is true or not, it is true or it is not the case that it is true.

Someone who managed to assert something by saying this wotfld. no do::bt say some-
thing true, and someone who said, “Whether it is true or not, 1t is true, would, or so
I should think, say something false if ‘it’, in the context of utterance, referred.tu a false
statement. But the first problem is intractable by any variant on this suggestion. The
word ‘it’ insists on behaving like what it is: an ordinary pronoun, and, if the sentence
is uttered in a context that fails to supply it with a referent, the I:erson to whom it is
addressed is going to want to ask, “Whether what is true or not?’

In the end, it seems that we do not have to go on to determine whether any sug-
gestion along the present lines can be elaborated to s.»olvc the problem of mfjilijplc [gen-
erality. Any such suggestion must fail even in the ssmplr_.st case. Th:e ‘Epg‘lls TR
ment for the sentential quantifier phrase Vp’ must contain ‘it js true ifitis w m::;;t
in the appropriate way with the sentences to which it is pmﬁxtd_(seﬂmﬂﬂezh in e
‘it is true’ occurs and allegedly functions as a prosentence). And in any such rep l e
ment, the phrase ‘it is true’ will stubbornly behave not like a s‘yn_tnCtlcaﬂY Smmlz
unit (as the second ‘it’ does in ‘it is true of everything that it is such that’) but .
what it is: a phrase having a subject-copula-predicate structure. And any utterance of a
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sentence that starts with this replacement will therefore constitute an assertion only if
the ‘it’ occurring in the replacement manages somehow to pick up a referent from the
context of the utterance.

‘It is true’ is therefore not a prosentence — or if it is, then prosentences cannot per
se be used to make sense of sentential quantification. (Maybe there are prosentences,
hiding somewhere in the jungle of natural language, and perhaps they can be used to
make sense of sentential quantification. But if there are natural-language prosentences,
I have no idea what they might be.) If ‘it is true’ is not a prosentence, we are left with-
out an example of a prosentence and are thus left without any reason to suppose that
Grovers list of properties is consistent — without any reason to suppose that “prosen-
tence” is a possible grammatical category. I therefore judge her attempt to explain sen-
tential quantification to be an extremely interesting failure.

I conclude, tentatively, that it is at least extremely doubtful whether the idea of sen-
tential quantification can be made sense of. But, as we have seen, the project discussed
in Section I (finding the general theses of which homophonic truth-sentences are in-
stances, and using these general theses to provide an eliminative definition of ‘is true)
depends essentially on the use of sentential quantification. It is therefore extremely
doubtful whether this project can succeed.



